INFOCOMMUNICATIONS JOURNAL

Multimedia Communications:
Technologies, Services, Perspectives

Multimedia Communications: Technologies,
Services, Perspectives
Part I. Technologies and Delivery Systems

Leonardo Chiariglione and Csaba A. Szabo

Abstract—This survey/position paper gives an overview of the
state-of-the art multimedia communications technologies and
services, analyses their evolution over the last decade, poinfs out
to their present significance and expected future role, and
attempts to identify development trends, The paper censists of
two parts. Part 1 deals with the technologies and systems for
multimedia delivery, B covers the dedicated nctworks such as
digital broadcasting systems and IPTY as well as the technologies
of Internet based meltimedia delivery. Networking issues in-
cluding delivery over future Internet architectures and enabling
technologies such as streaming and content delivery networks are
dealt with in this part. Part 11, to be published in the next issue
of this journal. will address applications. scrvices, and futare
directions.

Index Terms — Multimedia communication, TP netwerks,
Internet, mobile communications.

I INTRODUCTION

A decade ago, Stephen Weinstein and Alexander Gelman,
recognized  professionals In commiunications and media
technologies, published a paper in the “Topics in Emerging
Technologies” section of TEEE Communications Magazine,
titled “Networked Multimedia: Tssues and Perspectives™ [{].
This excellent survey paper discussed the state-of-the-art of
network infrastructures  for carrying muitimedia content,
enumerated several existing and promising multimedia
applications and proposed approaches that were supposed to
lift the that time existing barriers on the way of the penetration
of these applications and services. The authors said:
“...resolution of several business models, public policy, and
technical issues would enable a new era of networked
multimedia services and. along the way, could revitalize the
commurnications indusiry, It may take some time to get there,
but we believe that the future broadband Internet, with both
wired and wireless access, will carry the dominant mass
market media services.”

I is quite inleresling 1o see where we stand now and what
trends can be observed, afier ten vears since the paper was
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published, and, in particular, (o address three questions: (i)
how the networking infrastructures and services have
developed, (i1} have the forecasted applications gained wide
acceptance and implemcentations and (iii} are there any new
lrends nol foreseen that time by Weinsicin and Gelman. This
paper attempts to answer these questions.

As for networking and services infrastructures, the authors
stated: “Access networking is the bottleneck preventing us
frem using the optical core network to its full potential.”
Furthermore, *...the infrastructure for commercial quality
audio/video streaming and interactive media communication is
not vet in place.” This paper discusses the progress that has
occurred since then and tries to draw a necessarily high-level
picture of the multimedia distribution and delivery networks
and services of today and of the near future,

Let us refer to fwo other visionaries regarding the trends in
mukimedia networking:

Charles Judice, the father of JPEG, in his keynote speech
[2], forecasted that digital storytelling could be a source of
generaling hoge volumes of conleal on the Inlernet. Michael
L. Brodie, that time Chief Scientist of Verizon, emphasized
the rapidly growing user generated content {3,

The figures in recent forecasts for the expecled growth of
networked multimedia are really impressive. As an example,
Intel said that there will be 2 billion connecied devices
waorldwide in 2015, delivering 500 billion hours of TV and
other video conlent. Note that the world population s ox-
pecied to be around 7 billion [4].

Coming back to the forecasts by Weinstein and Gelman,
they caumerated several that time cxisting or promising
moltimedia applications, incleding pecr-to-peer exchanges of
media materials, exchange of personal digital photographs and
movie clips, web-based retailing of physical products, further-
more ¢ducational, government and medical services. In our
paper, we address these, grouped inte key application areas of
networked multimedia, starting from entertainment apphi-
cations through e-health, visual collaboration to smart city
applications and services.

The rest of this paper is organized as follows. In Section LI,
we give an overview of muitimedia coding techniques and
standards that are of fundamental importance for digital video
and sound broadeasting as well as for Iaternei-based
mukimedia delivery systems. Section I, tiled “Multimedia
delivery over dedicated networks™ cevers digital TV and

27




INFOCOMMUNICATIONS JOURNAL

Multimedia Communications:
Technologies, Services, Perspectives

sound broadcasting (Sub-section A) and [P-based TV distri-
buticn over dedicated netweorks, commonly ealled [PTV (Sub-
section B). The underlying technologies are briefly dealt with
and benefits frem the point of view of both service providers
and customers are addressed. Sub-sections € and D discuss
Lhe issues around mobile multimedia and media delivery over
heterogenous networks. Sub-section E completes Section 111
by an overview of IMS — IP Multimedia Subsystem — that
supporls service developmend, implementation and  provi-
sioning in [P-based multimedia networked systems.

In Section 1V, we discuss some networking and access
technology issucs (in Sub-scction A} and cnabling techno-
logics (in Sub-scetion B} that support the dramatic move of
media distribution, delivery and consumption from dedicated
systems to TP-based networks and to the public Internet. Tirst,
networking aspects will be dealt with, trving to answer the
question whether we will have a totally new Future lnternet
network infrastructure or several incrementzl steps are being
accomplished to satisfy the requirements posed by multimedia
applications, including 3D and mobile. Challenges of pro-
viding ublquitous Internet access are addressed next, Then an
overview of some enabling technologies will be given, namely
media streaming and CDNs  Content Delivery Networks.

This conciudes Part 1 of this paper. [o Part [, we shall
discuss the service aspects of TV broadcasting, IPTV and
Internet TV, the role and specific forms of the social element
in multimedia applications, key application areas of multi-
media communications, and, in the last section, which con-
cludes this two-part paper, we shall point out to some future
directions.

tE, ENABLING MULTIMEDIA TECHNOLOGIES:
MUTIMEDIA CORING

Studics of digitisation of multimedia information — esscin-
tiatly audico and video — started at the instigation of the global
multi-decade pian hatched by telecormmunication operators to
convert their copper-based analogue networks to digital first
and fiber optics-based nefworks later,

In the mid-1970s, European Action 211 of COST Avea 2
Telecommunications became the focus of video coding
activities that led to the development of a [.5/2 Mbps
videeconference codec that used DPCM and Conditional
Replenishment and became the basis of the ITU-T
Recommendation H.[20. Later on, COST 211 became a major
contributor fo H.261, another video-related TTU-T recom-
mendation [or px64 kbit/s video coding (p-1, ..., 30) thal used
a more sophisticated and efficient linear transformation with
motion compensated prediction algorithm,

TTU-T was also nvolved in speech coding since the carly
1960s. The [irst standard in this area — G.711 — has two non-
linear quantisation characteristics that take into account the
logarithmic sensitivity of the car to the avdio intensity. Since
ther, ITU-T and other iclecommunication-related slandards
organisations have continued producing speech coding stan-
dards.

With the appearance of MPEG, multimedia coding has
become a high-profile area of endeavour, standardisation and
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exploitation. In s 25 + years of activily MPEG has produced
five major generations ol videc coding standards and has
pushed forward the froatiers of video coding performance.

At the target bitrate of 1.5 Mbps, MPEG-1 Video vields a
quality comparable to the VHS cassette (comparison is made
with the analogue version of video used al that time). The
guality of MPEG-2 Video, measured in 1995, showed that at 6
Mbps the quality was indistinguishable from the composite
{PAL or NTSC) original and at 8 Mbps the qualily was in-
distinguishable from the component {YUV) original. The first
deployments used a bitrate of 4 Mbps but the current
opcrational bitrate is ar 2 Mbps with approximately the same
gualily. Tn 1998, 4 years allcr approval of MPEG-2, MPEG-4
Visual vielded a reduction in bitrate of about 25% and 5 years
later MPEG-4 Advanced Video Coding {(AV(C) yielded a
further reduction of 30%. Finally, the latest MPEG video
compression standard approved in 2013 yielded an astonishing
60% reduction in bitrate compured to AVC. Note that the
H.264 standard specified in ITU-T is identical with MPE(-4
AV, The two specifications are maintained jointly by MPEG
and the Video Coding Experts Group (VCEG) of [TU-T.
MPEG-H HEVC, too, has been developed jointly withVCEG,
and it has the name H.265 within the family of ITU-T
standards.

Compression is an important dimension because the spatial
— but partly also temporal — resolution of video continuousiy
increases. MPEG-1 Video was designed to work particularly
for 4 of the spatizl resolution of regular television, MPEG-2
for standard definition {(even theough in the USA it was
deploved for Digital Terrestrial Television HDTV). MPEG-4
AVC is lypically used alse for HDTV and the lawest HEVC
standard is poised to take over the so-called 4k (i. e. about
4000 pixels per ling) application field.

However, the video application fields are manifold. In some
cases scalability  i.e. the ability to extract meaningfully
decodable sub-bitstreams from a bistream, e.g. 1 Mbps [rom a
2 Mbps bistream — is required. MPEG has continued working
on this aspect of the video coding field for many vears with
increasingly better results. The MPEG-2 Video and MPEG-4
Visual scalable video compression modes save 10% of the
bitrate compared to “simulcast” {i. e. transmitting two indi-
vidual non-scalable bitstreams). In other terms, if the appli-
cation needs Lwo bitstreams onc at 1 Mbps and another at 2
Mbps, the scalable coding mode enables the fransmission of a
single scalable bitseream at 2.7 Mbps. This is probably not a
sufficiently high gain to justify the use of a scalable mode, but
the AVC and HEVC scalable modes ofler a saviag of 25%. In
the example above, instead of 2 bitstreams at a total bitrate of
3 Mbps the scalable bitstream has just 2.25 Mbps.

In other appiication domains the transmission of two signals
from two slightly separated cameras are used to provide a
stereo image at the receiver. This has been done in several
attempts at deploying “3D TV services” by simply transmit-
ting rwo separately encoded bitstreams. Starting from MPEG-
2 Visual, however, MPEG has provided a “stereo mode™ that
saves up to about 15% tor MPECG-2 and MPEG-4 Visual and
up to about 25% for AVC and HEVC. The comparison for the
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last case can (hus be between 2 bislreams at 2 Mbps each [or a
total of 4 Mbps against a “stereo bitstream™ at 3 Mbps.

3D Video is a world in itself whose surface MPEG has
barcly started scratching. Another technology 1o ropresent a
3D Video is “Texiure + Depth™. In this case every pixel of an
image have the usual RGB or YUV wvalues and are supple-
mented by a value that fepresents the distance of the pixel on
the camera from the object that creales the pixel. This tech-
nology has only been applied to the more recent AVC and
HEVC standards and offers an additional 2084 saving com-
pared to the stereo mode. Still in this space another possibility
offered by MPEG standards is the ability of a aser at the
recelving end 0 define an arbitrary viewpoint of the scene and
to use the available information fo synthesize the missing
image. Obviously this functionality entails an increase of the
bitrate — minimal, at the cost of 5-10% more bitrate.

It should be noted that there is no absolute value in the
numbers reported above, just a rough statistical and usuaally
subjective assessment of the performance of the algorithms on
which the standards are based.

So many things are common but also so many things are
different in the field of audic, a word that is in this paper is
used 1o mean “nausic”.

The first MPEG attermpt in the stereo audio coding field was
MPEG-1 Audio (a standard approved in 1992) with a choice
of 3 versions (“layers™) of the standard: layer 1. used for the
now delunct Digital Compaci Casselle (DCC): Layer 2, used
for terrestrial, satellite and cable set top boxes; and [ayer 3
soon christened as MP3, an acronym that needs no intro-
duction. Tests carricd oul in 1992 showed that the 3 layers
oflered a “guality subjeclively {ransparent with the original” at
384, 256 and 192 kbps, respectively. The 192 kbps of MP3 is
a reference bitrate: transpareacy can be achicved at a higher
bitrate or at a lower bitrate, depending on how “smart” the
encoder s in exploiting the characteristics of the human
hearing svstem.

The sccond attempt began with the extension of MPEG-1
Audio to multichannel, a kind of “bottom-up”™ scalability
because the new multichannel audio coding had to contain the
aiready defined MPLEG-1 Audio stream. This did not provide
sufficiently attractive results, so a new MPEG-2 Audio
standard — Advanced Audic Coding (AAC) — was designed
focused on providing broadeast quality performance for 35-
channel music signals at a total bit rate of 320 kbps, This
standard was further developed as MPEG-4 AAC which
provides subjective transparency at 128 kbps and excellent
performance down to 48 kbps. The MPLEG-4 High Tfficiency
AAC (HE AAC) uses Spectral Band Replication (SBR) which
encedes the lower [requency perl of he spectrum using a
wavetform coder and reconstructs the high frequency part by
transposing the lower frequencies. HE AAC further improves
parformance at lower bitrates.

Another MPEG Audio coding standards developed more
recently is MPEG Surround which encodes multi-channel
audio by adding a low-rate side-information channel o a
compressed sterco or mono audio program. A siereo/mnono
plaver recetving an MPEG Surround bitstream stilf produces a
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useful output while new-generation players can produce the
full multi-channel experience. Another MPEG Audio coding
standard is Spatial Audio Object Coding (SAOC) which
allows access to individual audio objects (e.g. voices, instru-
ments, ambience etc.} in an aadio mix, so that listeners can
adjust the mix to suwit their personal tastes. Finally Unified
Speech and Audio Coding (USAC) achieves consistently
state-of-the-art (as of 2011) compression performance for any
arbitrary content composed of speech, music or a mix of
speech and music in the sense that it provides betler
performance than individual codecs designed for either speech
or audio and significantly improves state-of-the-art perfor-
mance at bit rates ranging from & kbps for mono signals to 32
kbps for stereo signals, and for bitrates to 64 kbps for stereo
and beyond.

The latest standard stifl under development is 3D Audio, an
MPEG Audio coding standard suitable for all scenarios — such
as in home theater, automotive, headphones connected fo a
lablet/smariphone — where a mulli-channel audio program
(e.g. 22.2) needs to be compressed and rendered to a aumber
of loudspeakers that is not necessarily the same as used at the
source.

The objective of this section was to cover video and audio
standards developed within the MPEG community. let us
{inally mention other audic cempression formals, firsl of all
the Dolby Digial technology, ak.a. AC-3, which is wide-
spreadly used in DVD and Blu-ray players and in digital
broadcasting.

TI. MuITIMREMA DELIVERY OVER
DEDICATED NETWORKS

Media delivery ané consumption is in the process of
transition from using dedicated vertically integrated
systems, namely the radio and TV broadcast networks,
through dedicated and managed 1P networks, to the public
Internet. This section deals with digital TV and sound
broadcasting svstems, and [P-based TV distribution over
dedicated nelworks, commonly called IPTV. 1a ihis seclion,
we will also discuss the issues around mobile multimedia and
media delivery over heterogenous networks, Finally, the TMS
— 1P Multimedia Subsystem — thal supports multimedia service
development, implementation and delivery will be introduced.

A Digital broadcasting svstems
1) Digital television systems

The advantages of digilal TV broadcasling, in comparison
with the old analogue broadcasting, are obvious for all
stakeholders. Broadcasters can broadcast more TV channels
without having to buy new frequency hands. Regulators and
governments can scil the bandwidth freed up by the digital
switchover, the so-called digital dividend. And, last but not
least, conswmers get improved video guality, also in wide
screen {16:9) format, mono, sterco and surround sound,
several audio tracks plus new features and services {subtitling,
EPG — Electronic Program Guide, interactivity...). The price
the customer pays for these new teatures and services is not
really sigaificant as most ncw TV scts are already digital cnes
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and set-op boxes [or analogue sels are inexpensive, although
this may be a problem for low-income population groups. To
help them, governments usually implement various support
programs.

The history of digital TV breadeasting slarled about a
decade ago, when, in 1993, the satellite system, DVB-8 |5],
shortly thercafter, in 1994, the cable system, DVB-C were
standardized [6]. I 1996, FCC adopied the ATSC (Advanced
Television System Committee) standard for digital television
broadcasting in the USA. About the same time, in 1997, the
ISDB (Listegrated Services Digital Broadeasting) standard was
adopted in Japan. In 2000 DVB-1, the terrestrial system was
born |7}, followed by the mobile version, DVB-IT in 2004,
During the years from 2005 through 2010 the 2 generation of
DVB-X standards were established: DVB-82 (2005), BVB-12
(20083, and DVB-C2 (20103 [8].

Digital television systems are rather interesting from the
technology point of view because of the sophisticated com-
munication and coding technologies used to take into account
the specific properties of the satellite, cable or terrestrial
channels. The common elements of all three systemss are as
follows.

» Transporl siream (MPEG-2 TS). The input of the sysiems
is the audio/video transport stream, coded and packaged
according fo the MPEG-2 standard, see e.g. [9].

* An energy dispersal module. This uait, also called
scrambler or randomizer, is used io generate a [lal spectral
density and to eliminate long seguences of “07s and “17s, by
pseudo-randomising the MPEG-2 TS packet stream.

*» FEC module, also called “outer FEC™, since, in DVB-T
svstem, a second FEC module, calied “inner FEC” is used. 11
applies a Reed-Solomen code with error correcting capability
of 8 symbols in a 204-symbol MPEG2-TS packet.

» Interleaver. The purpose ol this unit is lo rearrange the
bytes in order to randomize the channel errors and improve the
crror-corrccting capability of the Reed-Sclomon code. Tt uscs
a convolutional interleaver of depth 12, that increases the crror
correcting to approx. 12x8=96 symbols (bytes).

In the three digital broadcasting systems, different
transmission methods and additional error correcting modules
are used to take into account the different nature of the
transmission channels in the three cases. In the satellite
channel, only attenuation and thermal noise (AWGN) plays
role, thare is no multipath propagation, and the bandwidth is
not as limited as in the case of the other two systems. In cable
systemns, the bandwidth per channel is more limited. The
terrestrial transmission channel is the most challenging one,
with noises and interferences and multipath propagation.

Fig. I shows a conceptual block diagram of the (wee DVB
systems.

The digital TV systems in North America (ATSC) and
Japan (IMDB} are built along the same principles, for a
comparison see the lextbook [10] and the recent survey paper
[9].

In the second generation digital TV standards, further
improved  {ransmission and coding fechniques bave been
incorporated. For exampie, in satellite systems the main goal
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was lo increase the data throughput in a given bandwidth {lo
increase the spectral efficiency). In the terrestrial system
similar goals were set and modifications carried out. In cable
gysters, OFDM (Orthogonal Frequency Multiplexing) och-
nique was incorporated instead of the single-carrier modula-

tion schemes.
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Figyre 1 Conceptual Block diagram of the three DVE syslems

Currently the different countries arcund the globe have
either already completed the switchover {true for most of the
developed countries), or are in the process of complating it
Most of European countries completed the transition during
the iast years. In the United States, the switchover took place
in 2009, in Australiz and New Zealand in 2013, Mexico and
Turkey will be among the last ones with planned switchover in
2015,

Finally let us mention the interesting member of the DVB-X
family, the DVB-H (Digital Video Broadcast fo Handsets), see
e.g. [11]. While DVB-T was designed for use for living-room
TV sets with roofiop antennas, DVB-H exiends this lerresirial
service to handheld devices, The technology is based on that
of DVB-T which has been medified o take into account the
specific properties of handheld devices, mainly the power
consumption requirement but also the smaller screen and
antenna, mobility and the like. The first commercial DVB-H
service in Europe was introduced during (he Football World
Cup in 2006. After an initial fast growth of subscriber
numbers {in particular in Ttaly where there were more than |
million vscrs in 2009) a deeline followed aad the DVB-H
broadeasting was ferminated in several Buropean countries
during 2000-2012.

2} Higher resolution or more dimensions in television?
FIDTV, 3D and beyond

During the last few years, the HD quality, meaning
1920x108C pixels (“Tull-ED™), has become ubiquitous in
entertainment industry, in digital cameras, TV sets and digital
television broadcasting (FTDTV). It is incorporated in coding
standards such ags MPEG-2 and MPEG-4, monitors and TV
sels are now HD-capable and most TV programs are being
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broadcasted in HD format. The next step seems to be a more
recent 4k (and 8K) technology alse called UHDTV (adopted
by CEA — Customer Electronic Association. USA - in 2012)
and Super Hi-Vision (introduced by NHK in Japan). EBU, the
Furopean Broadcasting Union calls this new technology
UHD-1 and UHD-2. This technology, providing a resoiulion
of 3840x2160 pixels (thus almost four thousand pixels in
horizontal direction, hence the notation 4k) and 7680x4320
pixcis (8k), was infcgraled firsl in monitors and projectors
starting from 2011, then in TV sets starting from 2013, An
1TU-R Recommendation was approved in 2012 | 12].

3D broadcasting technelogy has been around for scveral
years, mosl TV scls in the markel are 3D-capabic (o be
viewed with polarized glasses) and several broadcasters
started 3D trials. For instance, BB began a two-year 3D trial
in 2011, and broadeasied several shows and cvents in 3D,
including the Olvmpic Games, Half of the estimated 1.5
mitlion households in the UK with a 3D-snabled television
watched the opening ceremony of the 2612 Olvimpic games in
3D [13]. However, BBC has recently postponed the trials, and
will make no further 3D programmes for 3 years, In the USA,
ESPN have decided 1o suspend the use of 3D technology for
broadeasting, The Australian Pav-TV operater Foxiel has also
terminated its dedicated 30 broadcast channel [14],

Why 3D TV (based on current technologies) is not breaking
through? Reasons include the viewing inconvenience due to
the need of wearing glasses, and the sometimes not adequate
image quality. Also 3D has added value only [or a [ew genres,
and the content offering is far from satisfactory. Why, on the
other hand, it seems that ultra-high resolution 2D TV ceuld
eventually break through? Tt clearly offers enhanced viewing
experience willoul a discomfort cavsed by a supplementary
device (the 3D glasses), provides larger field of view, it is 2D
st nevertheless offers a better sense of realness, and causes
less [aligue for the eve and brain. The piclure may change in
few vyears from now when glassless 3D TV sechnology
becomes available for public.

3} Digital sound broadcasiing

According to ETS], “Digital Audic Broadcasting {DAB)
was conceived as a means of digitizing audio programmes in
order to offer distortion-free reception and €D guality sound”
[15]. Digital sound broadcasting standards include DAB, its
more recent variant DAB+ and DMB. For a comprehensive
treatment of digital radio broadcasting, refer to | 16], and for
up-to-date information, visit the website [17].

DAB specilies sound broadeasling with MPEG  Audio
Laver 1Il (MP3) coding and DAB! sound broadcasting with
MPEG-4 (AAC) coding. DMB is about adding video/multi-
media capabilitics to audio broadeasting thus allowing DAB w
become a digital mobile ielevision platform. All three have the
same physical layer just the transport etc. protocols are
different and they offer dif¥erent services. The main operating
frequency band is VHF 111 (174-230 MHz / 240 MHz in some
countries). In this band, 4 large area can be covered with an
external antenna and good penetration into buildings can be
achicved. L-band (1452-147%.5 MHz} s used i some
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counirics where Band TI1 is not available yel or as the
supplemental broadcasting band. In these frequency bands, no
external anterna is needed which is an advantage particularly
for mobile phoncs). This band is usable in urban arcas where
good receplion can be achicved cven in non-line-of-sight con-
ditions. lowever, penetration into the buildings is limited and
reception inside can be had.

Advantages of digital sound broadeasting for consumcrs arc
CD quality, possibility of mobile reception, and enhanced
receiver featuras. For operators and reguiators, the advantages
are spectral efficiency as compared with analogue broad-
casting and lower transmitter power, Standardisation in Eu-
rape is well established.

In spite of these advantages, digital scund broadcasting is
penatrating in a much slower pace than digital television has
been. No country has done a complete switch-off of FM radio
stations vet. Norway is the closest to that, it was announced
that there will be 99.5% coverage in 2014, and that Norway
was planning a switch-off of FM radio in 2017, There are
signs of penetration in other couniries as well. In the UK, 46%
of households have DAB and the national coverage is 94%.
44% of new cars are equipped with digital receivers, Germany
plans [ull national coverage by 2014 [18]. [19], [20].

Let us finally meniion DRM — Digilal Radic Mondiale,
which has been designed specifically as a high quality digital
replacement for current analogue radio broadcasting in the
AM and FM/VHF bands [217. There is no significant penel-
ration, many coundries in Europe started then stopped their
trials and did not launch commercial DRM broadcasting.

In spite of the standardization efforts in the aforementioned
organizations and introdvction plans in various coundrics, Lhe
fature of digital sound broadcasting is at least unclear. Users
can listen to a large amouont of radio stations on the Internet
(we shall come back to this issue later), and as music 1s the
primary genre in radio broadcasting, downloading M3 songs
from the Internet and enjoying them on mobile devices is just
enough for most listeners.

8. Multimedia distribution over dedicated (P networks:
rry

According to ITU-T Focus Group: JPTYV is defined as the
service delivery of video/audio, text, graphics and interactivity
over [P based networks managed to provide the required level
of QoS/QoE, security and reliability™,

IPTV is an opporlunily for “classical” lelecom operators o
enter into the broadcasting business, Since they already play
the role of an TSP by providing Internet access, typically over
their xBSL networks, by adding TV they become a “leiple
play” provider of TV+lnlernei=Telephone services. IPTV
offers services such as interactivity, time shifting (playback
after the initial broadcasting of the content), VoD — Video-on-
Demand - conlenl consumption, program recording, and EPG
— Eletronic Program Guide. The latter is an electronic program
that allows intelligent selection and sorting of programmes as
well as obtaining all kind of information about speeific
programs.
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The technical aspects of the IPTV service are illustrated in
Figs 2-3. On the functional diagram of Fig. 2, the headend (a
term borrowed from cable TV systems) is where the content is
collected and processed. Content can be live TV programs
from a satellite or terrestrial distribution network, or can be a
stored one from local media servers. Live or stored video then
coded/transceded, encrypted and wansmitted 10 clients.
Biectronic Program Guide support is also part of the headend.
The client side lunclional unit is the sel-top-box (STB} which
performs lhe media decoding, decryption, EPG client [unc-
tions.
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Fig. 3 shows the high level networking infrastructure osed
for P11V delivery. The core part is the IP/MPLS backbone of
the telecom service provider. The access network or first/last
mile network is mostly xDSL or FTTH — Fiber-to-the-home,
but it can be a Cable TV distribution network or a broadband
wireless network (3G — HSDPA, LTE or WiMAX) as well.
The home network usually consists of an ADSL modem, a
witeless LAN router, IPTV-capable TV set with a set-top-box
or with built-in 1PV capability and additional client devices,
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The TPTV prolocol architeclure is shown in Fig. 4. The
media stream coming from the application layer is coded into
PES — Program Elementary Stream according to the MPEG
standard, then it is packaged inte MPEG Transport Strcam
packetls ¢the same arc used in digital elevision standards).
Media fransport is supported by RTP — Real Time Trans-
mission Protocol that provides sequence numbering and time
stamping scrvices. RTP packets then carried in the payload of
UDP — Universal Datagram Protocol packets. The protocol
overhiead added to the 188 bytes long MPEG TS packets is
total 40 bytes plus the MAC/PHY overhead. Tor an extensive
treatment of 1PTV technology, see the textbook [22] and the
paper £23].

To meet Quality-of-Service requirements and Quality-of-
Exparience expectations of the customers, a series of technical
challenges have to be addressed. An IPTV system itself is a
pretty complex one, so even if the input stream is ok, which is
not always the case, sources of quality deterioration can be the
failures in the core network (rarely), in the distribution and
access neiworks (more frequenlly) and of course within the
subscriber’s home network. From the customer point of view,
all this should be the service providers responsibility, how-
gver, the later is nol in the posilion of managing all the
alorementioned componenls from a ceniral place. (E.z. media
streams are often sourced from third parties.)

e

PES PES

h BAPEG-TS MPEG-TE

RTAJUOR

RTRP/UDP

”””””””

DLOPPRY

BLELPHY

|

Figure 4 1PTV protocol architecture

Coming back to the customer side: What can IPTV offer
{compared with digital TV broadcasting)?

- 'the same high quality picture and sound as in digital
broadcasting,.

- Time Shift - allowing playback of content after its initial
transmission.

- EPG or Electronic Program Guide,
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- Personalized inleractive media consumplion in many ways
(recording programs, video on demand, alert messages for
favorites programs etc.).

- Communication {video confercncing) and online raining
service.

In classical television broadcasting, there have been
improvements in picture quality (HDTV), in the chaancl
oflering (muldiplexes in digilal broadeasting), however it
remained basically a one-way distribution vehicle from the
scrvice provider to the end-user with a very limited inter-
activity. At the same time, a large share of TV users, In
particular the younger generations, having already accustomed
to the freedom when consuming media, including TV prog-
rams, on the Internet, are no longer satisfied with what the
traditional 'Y broadcasting systems offer. For them, TV
might be atiractive.

. Mobile mulfimedic

Providing multimedia services, such as the distribution of
TV programs, for mobile users satisfies the growing demand
for accessing these services anylime, anvwhere and on any
device. Mobile multimedia refers to transmission and delivery
of multimedia information to mobhile customers who access
the Inlernet via cellular mobile scrvices. Because of the spe-
cilic properties of the wircless mobile channels - high error
rate und packet loss rate, lower bandwidth and bandwidth
depending on location and the heterogencity of access
nctworks and uscr devices -, serious echnical issucs have o
be solved, including coding and presentation of multimedia
content for mobile devices, end-to-end error control, multicast
transmission, mobility management and other network-related
issues, Hor example, the H.264 multimedia coding standard
provides specific coding technique called Flexible Macroblock
Ordering to cope with error propagation and error accu-
mulation. Scalable Video Coding {(SVC), an extension of
H.264/MPEG-4 AVC video compression standard, provides
adaptation of the coding rate to the estimated bandwidth of the
wireless channel [24].

TV broadcasting to mobile devices requires coding formats
suitable for mobile screens (QCIP, CIF., QVGA resolution),
aithough there will be more and more devices with enhanced
resolution (full HD), thus adaptation to the aforementioned
formats might become unnecessary in the future. In addition,
mobility management is needed even at high speeds (usage in
cars on motorwavs), and multicast transmission is required. As
for the latter, the 3GPP Release 6 standard includes a service
called MBMS - Muliimedia Broadcast Multicast Service,
which is a general point-to-multipont service for IP packets
offering data rates up to 256 kbps. Subsequent releases extend
it for 3G/HSDPA and 4G/LTE mobile celiular services,

Lastly, ensuring mobilily needs sophisticaled methods and
protocols starting from mobile IP at the network layer, through
transport laver mobility protocols to solving mobility in
application faycr using SIP, the Session Initiation Protocol. A
specific case is when the user moves accross wireless and
mobile networks that are based on different technologies. The
handover between cells in this case is called ,vortical
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handover”, o distinguish the task from the usual handover
when the aser moves across cells of the same mobile cellular
network., Let us briefly oxplain it by the example of a past
project that was carried out by one of the authors and his team.

D. Media delivery over heterogenous nefworks

In a multi-platform access network environment, the user
has several physical connections to access the Internet, hence
the same resource could be accessed via different wireless
networks, even simultaneously, This opportunity coulkd be
utilized to achieve higher guality service, i.e. faster download
or higher quality media streaming solution by using all access
networks simulianeously or selecting the best access net-
work(s) dynamically. On the other hand, the available wireless
access networks have gquite different characterisiics and
properties such as average and peak bandwidth, availability,
delay and jitter, packet loss rate and bit-error rate, optimal
packel size, and pricing. Furthermore, these properiies usually
depend on the actual state of the network and on the user’s
location. In the media streaming architecture ouflined in [25],
a best-effort single-connection scheme is used i.e. the media
streaming system uses the best comnection (active connection)
to transmit the media stream and avoid the other (idle)
conneciions. In the singic connection scheme, the moment of
the handover (namely the change of the aclive conneclion)
must be invisible to the user and he or she becomes aware of
the handover only by obscrving a degradation or improvement
of the media qualily, depending on the characieristics of the
earlier network connection and the new one. The decision on
the switching of streams is based on the client’s measure-
ments. Bascd on the measurcd parameters {current packet loss
rate and the access network type), the optimal bandwidth is
estimated, the ranking of the access networks are made, and
the best bandwidth/quality version of the content is deter-
mined and the switching is carried out in case of need. To
accomplish this, the media server should provide the same
media content in different resolutions continuously to aflow
the system to choose the appropriate resolution according o
the quality of the active connection and the properties of the
client device.

The media streaming architecture in [25] has the following
key feamres:

- Vertical handover among different access networks,
inciuding 2G and 2.5G technologies {GSM, GPRS, EDGE),
3G cellular (UMTS), WLAN (Wi-Fi), WMAN (WiMAX) and
even some wireling access such as xDSLL.

- Horicontal handover, iLe. handover between the same
kinds of wireless networks of different service providers.

- Content- and environment-adaptive charging, accounting,
billing and paymenl schemes.

- Digital rights management schemes.

The generic system architecture is shown in Fig. 3. In the
testbod, the UMTS and GPRS/EDGE access aectworks be-
longed 10 the samc service provider, whereas the WLAN,
WMAN and xDSL access networks were provided by a
different operator. The xDSL wireline network was accessed
via a Wi-I'l wircless aceess router.
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[Figure 5 The generic scheme ol ihe media sireaming lesibed 125]

E. Supporiing service development, implementation and
delivery: IMS

Starting from the introduction of VolP — voice over the
Internet Protocol — in mid-late 90s, telecom service providers
— both incumbents and new oncs — have becn gradually
moving from circuit-switched to packet switched voice ser-
vices. While in the first VoIP systems the signalling/session
controt protocol was TTU s H323 [26], SIP or Session Initia-
tion Protocol, developed within IETF [27], emerged almost in
parailel, While their functionalities are similar, SI is 4 more
flexible and better scalable protocol that can be easily in-
tegrated into web-based applications. At this point SIP seems
to be the future. In the process of the development of newer
versions of mobile commmunications sysiems, on the one hand,
and moving towards a new concept of NGN or Next Gene-
ration Netwaorks, on the other hand, it rurned out that however
imporlaal the session conirol can be, il &8 just one of the
functionalities needed for supporting the development,
implementation and provisioning of multimedia services over
packet switched networks. Therefore, in the standardization
body of the mobile world, 3GPP - Third Generalion Partner-
ship Project, a more complex new element of the network
architecture, incorporating alse SIP, called TMS - 1P Multi-
media Subsysiem — was specified in their Release 6 [28].

The need for such a functionality has aiso emerged in the
telecommunication world within the context of NGN
standardization in ETSI TISPAN. (ETSE TISPAN - Tcle-
communications and Inlernet converged Services and Pro-
tecols for Advanced Networking - has been the key
standardization body in creating the NGN - Next Generation
Networks specifications.) NGN represcats a paradigm shift
from the classic telecom service model of independent,
vertically integrated networks fo a new architecture that
comprises a variety of access networks and has a new
horizontal layer or platform that supports service provisioning
with important functionalitics sach as call confrol, quality of
service provisioning, media gateways, authentication, authori-
zation, and accounting {AAA) and the like. This new
architecture allows telecom companies to successfully com-
pete with Intemet-based services, and in general, supports the
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convergence of the Infernel, lelecommunication and media
industries. On the other hand, the horizontal separation of
functionalities in telecem networks allow third parties to come
and put their services on top of the network infrastructure of
neiwork service providers, see e [29]. IMS was standlardized
both in the mobile world and telecom world, another big step
in the process of their convergence.

IMS entitics and key lunctionalitics include:

- Session management and routing, based on SIP - the
Session Initiation Protocol.

- Dawmbascs (like HER — Home Location Register - in ¢el-
lalar mobile systems),

- Interworking elements (e.g. media gateways).

- Application servers and services, e.g. AAA  Authen-
tication, Authorization and Accounling - based on Diameler
protocol.

The IMS architecture is illustrated in Fig. 6. As it is shown
on the fop of the block diagram, the ITMS system supports
intcrfacing with legacy mobile call conlrol systems as well as
interworking with non-1P networks such as with the circuit-
switched PSTN. To go a bit more into the IMS system, let us
brictly mention the functionalities of its building blocks. The
three CSCF — Call Session Control Function — nodes imple-
ment the SIP session control prefocel. P-CSCF or Proxy-
CSCT is the closest to the user agent and functions as SIP
proxy server. I\CSCF ar Interregating CSCF determines the
route of a call to the called UA, while S-CSCF or Serving
CSCT serves the TJA. These units communicate with HSS or
Home Subscriber Server (identical to Location Server in STP)
and with SLF or Subscriber Location Function, BGCF or
Breakout Gateway Control Function handles calls originated
by the TMS and destined to PSTN. MGCT or Media Gateway
Contrel Function takes care of the interworking process, while

i Application servers ;
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Figare 6 Nigh-level archilecture ol M8
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MDW or Media Gateway carries out the necessary media
conversions. Finally, the units MRF or Muliimedia Resource
Function and MRFC, MRF Coatroller, and MRFP, MRF
Processor handle multiparty calls such as for multiparty multi-
media conferencing.

Additional services, provided by IMS and could not be
iflustrated in Fig. 6, include the already mentioned AAA or
Authentication, Authorization and Accounting, as an example.
For an cxdensive treatment of IMS archilccture and scrvices,
see 1304, 131], [32].

Based on the services provided, IMS can also be considered
as a muliimedia SDP or Scrviee Delivery Platform, offering
the necessary support for multimedia scrvices o be provided
by telecom operaters or third parties. SDP however s a term
more often used in a broader sense, and denotes facilitation of
service composition and intcgration, so that IMS can be
considered as an additional layer on top of SBP.

In spite of the relative maturity of IMS and the potential
advantages it can offer, its penetration has been so far slower
than one might have expected. At the beginning the majority
of significant telecom operators have purchased IMS systems
from leading vendors such as Lricsson, Nokia or Huawei,
primarity for testing purposes. There are several reasons why
the commercial deployment has been not so fast. One of them
might be that mebile operators are going pretty well without it
and are reluctant to make a significant investment. It looks iike
that the advantage of IMS we mentioned above, i.e, that it is
an unified platform for developing, deploying and providing
multimedia services over 1P networks, and that the operator
can do it more efficiently using the “toolse” IMS provides,
have not been transformed into specific business benefits so
[ar. Also operators seem 10 be nol (oo enthusiasiic allracting
third parties to bring their services and putting them on the
operators network, The driving force will apparently be some
new scrvices that only IMS offers and that can immediately
generate revenues. These services include push-to-talk,
presence, multimedia sharing, emergency calls etc. Without
tliem, the future of IMS will be uncicar,

V. MOVING FROM DEDICATED NETWORKS
TOTHE INTERNIC

A move from dedicated and managed P-based networks to
the public Inlernet scems Lo be simple, sinee the commwuni-
cation protecols of the TCPAP stack are common, but itis a
huge step at least in two aspects. One, delivering broadcasting
content over the public Internct represents challenges in terms
of cnsuring access bandwidth, reliability, quality of scevice
and like. Two, specific distribution and consumption models,
including business models, arise. In this section, the net-
working aspects will be addressed.

A, Networking and access issues
1} On the architectiire of the Future Internet

Will there be a radically new architecture? “Clean slate” or
“evolutionary” design shall be followed? What shall be the
design requirements and principles of the Future Internet, in
particular of the Future Media [nternet? How will this new
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architecture relate to the already existing and standardized in
3GPP and ETSI TISPAN NGN architecture?

These and similar questions have been posed and answers
sought by several projeets and working groups, labeled by the
term “Future Internet™ or Fl, around the world, supported in
particular by NSF in the USA and EU research framework
programs in Evrope. NSF launched its FIA — Future Internet
Architectare program in 2010 and funded four projects 133},
[34], then launched the sccond reund of in 2013, In EU, the
“Future Media Internet - Think Tank (FMIA-TT) supported by
the nextMEDMA project aimed at working eut a reference
architecture model of the “Future Media Interact”, “covering
the delivery, in the network adaplation/cnrichmenl and con-
sumption of media over the Future Internet ecosystem™ |35].
According to the leading professionals teamed together in this
projcct, the existing Interact architecture should be replaced
by a new three-layer one. In this hierarchical FMI architecture,
the lowest layer is the Service/Network Provider Infrastructure
Overlay. This is where the users who are both Content
Producers and Consumers (therefore called “Prosumers™) are
focated, They are comnected through the infrastructure of the
ISPs and network service providers. The nodes of this
infrastructure have limitad functionality and intelligence. The
second layer is the Distributed Content/Services Aware Over-
lay, contains content-aware network nodes which are more
intelligent as compared with the infrastructure nodes and are
capable of identifying and qualifyving content and services and
reporting (o the third laver of the architecture (Conlent/Ser-
vices Information Overlay). It consists of intelligent nodes or
servers that have a distributed knowledge of the locations and
cashing of the content and of the conditions in the network,
Based on Lhis informaltion, decisions can be made e.g. on the
optimal delivery of content to the subscribers. We should note,
however, that while introducing content aware network nodes
and layers is cerlainly a good approach to the building of the
“Future Media Internet”, it somewhat contradicts to the net-
work neutrality principle currently required from the ISPs and
network service providers.

By now il has become clear thal there will not be a radically
new FI architecture. 1owever, new approaches, design and
improvements ate needed in areas including:

- New networking protocols, in particular cross-layer seo-
tutions.

- Cfficient methods to handle maltimedia traffic which is
already dominant and continnes to grow.

- Ensuring throughput, Quality of Service, Quality of Ex-
perience,

- Providing access from anywhere, from any device, with
the desired quality to users who are prosumers, that is consu-
mers of media as well as creators of content.

- Ensuring seamless mobility, between arbitrary network
technologies and systems.

- Adaptivity to the capabilities of user devices and network,
ensuring the desired quality.

- Meeting the requiremenis of the Intemnet of Things to-
wards the network, e.g. wireless (multimedia) sensor net-
works, with scll~organizing capabilitics.
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Techrigues and solutions outlined in the sub-seciions
follow address some of these challenges.

2) Chalienges of providing ubiguitous Internef access

When discussing multimedia services, it is often assumed
that access to the public [nternet is available evervwhere with
the desired speed {.bhandwidth™) and quality of service. In a
NSF sludy, we can read: “Historical inlraslructures — the
automobile/gasoline/roadway  system, electrical erids, rail-
ways, telephony, and most recently the Internet — become
ubiguitous, accessible, reliable and transparent as they ma-
lure,” [36] While it is true for some historical infrastructures,
ubiquitous access and refiability certainiy cannot be faken for
granted in the case of telecommunication networks and the
Internet. And we are nol lalking aboul developing countrics
only and their under-developed regions, where providing just
basic telecom access presents a lwige problem. Ensuring
broadband access to everyone and everywhere is alse a
challenge in developed countrios because relving mercly on
market economy cannot solve this problem. telecom and
Internet companies operate according to their specific business
models, which do not allow expanding their infrastructures to
sparsely populated and/or geographically challenged areas,
therefore, these areas remain underserved. This is one of the
manifestations of the so-called “digital divide”, a gap between
those having proper Internet access and those who do not.
Therefore, providing broadband access (o citizens, commu-
nities, public instifutions and developing businesses has be-
come a strategic objective for state and local governments
worldwide. A large number of initiatives, under the collecting
name “‘community networks” or “municipal wireless” have
been launched in North America as well as in Carope (see
[371], 1381, {391, [40]). By creating telecom infrastructure in
underserved regions, local governments can prevenl remoie
communities from digital divide. and are able 1o create a
healthyy climate for economic development, can help startups
grow, and bring new businesses into the region. Oflen cited
examples include the municipal nelwork pioneer city of
Corpus Christi, TX in the USA or the more recently deployed
municipal network in Barcelona, Spain and the large scale
network of the Province of Trento in Tialy [41]. Selving the
digital divide issue by building and operating city-wide or
regicnal network infrastructures, local administrations create
possibilitics for advanced multimedia services such as tele-
medicine, c-lcarning applications, porlals {or tourisis, regional
TV channels, surveillance systems and the fike, thus bringing
additional benefits to the citizens and businesses as well as
making these actworks sustainable.

R. Enabling technologies for the implementation and
provision of multimedia services
1) Sireaming technigues

Audio/video streaming or muiimedia streaming has been
around [or quile a long time and is today perhaps the mosl
important technology component in nctworked multimedia
applications and services. Hs history started in 1995 when
Real Networks launched RealAudio then RealVidee in 1997,
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In 1998 Apple announced QuickTime Streaming. A decade
later, in 2007, Hulu laonched its streaming service, offering
ad-supported streaming video of TV shows and movics from
many networks and studios. Today there are several thousands
of TV stations available online on the Internet. In 2013
YouTube reached one billion monthly users with 4 billion
views per day. Today, the most commoenly used streaming
technologies are Microsodt’s Windows Media [42], RealNet-
work’s RealPlaver [43]) and Apple’s GuickTime (441

Multimedia streaming is a technology that enables cliends to
download audio/video files Trom servers and to start viewing
them immediately without waiting for complete download,
and continue viewing without interruption. In addition, the
user is provided with some DVD-like functions such as pause,
resume, [ast [orward, rewind, etc. Key clements of the
streaming system are playout buffer on the client side, pro-
tocols ensuring or supporting quality of service and specific
pratocols for streaming applications.

There ate three classes of streaming applications: (i) stored
media streaming, (il) uni-directional real-time (live) streaming
such as TV stations, and (i} bi-directional reai-time {live)
streaming e.g. video conferencing. The technology and pro-
tocols used are essentially the same for all three classes. A
playout buffer is used on the client side to compensate the
fluctuations in the transmission delay and handle lost or ount-
of-order packets. The three classes significantly differ in the
reqguired quality of service parameters in particular delay, jitter
and packet loss. For example, unmidirectional live streaming
reguires less than 10 ms mitial delay, less than 2 ms delay
variance and < 2% packet loss. For inkeractive streaming
applications, the end-to-end delay shall be around 150 ms, the
delay variation < 1 ms and packet loss < 1%. In addition o the
(JoS parameters that are measurable in an objective way, QoF
or Quality of Experience plays an important role, too. QoE isa
subjective measure of the user experience which is influenced
by many factors.
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Figure 7 Streaming protocol archiieclure
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Figure 7 shows the protocol archileciure and the protocels
commonly used in streaming applications. Going from bottom
upwards along the architecture, the network protocol is
chviously TIP. At the transport layer, UDP is generally uscd for
media {ransmission. Tis Hmited [unctionalily {only multi-
plexing/de-mulitiplexing, no error control via retransmissions,
no congestion control) makes it robust and suitable for media
transmission since it iatroduces almost no delay. TCP is used
for control purposes, The transport protocoels gre not media-
specific, therefore we need additional ones that support media
transmission, such as RTP or Reai-Time Transmission Pro-
tocol which uses sequence numbers and timestamps to help
reconstruct the media stream on the receiver side. s com-
panion protocol, RTCP or Real-Time Transmission Conirol
Protocol provides measurement information on the quality of
transmission {0 the sender and receiver. Finally SIP or Session
Initiation Protocol is used for session establishment and
controf, and RTSP - Real-Time Streaming Protocol is an
application level protocol to provide the user with some DVD-
like control functions during the slreaming session.

More recent streaming technology is HTTP streaming. As
the name suggests, it uses the HTTP profocol, and media ig
transimitted, using HTTP, in the form of successive short
pieces {shorl files called chunks) and the clienl reconstrucis
the media stream from these independent chunks. IITTP
streaming was first introduced by Apple for its QuickTime
software. B is called HTTP Live Sircaming or HLS. L
relatives are Microsoft’s 11S Smooth Streaming, Adobe’s
Flash Dynamic Streaming and DASII Dynamic Adaptive
Streaming over HTTP.

HTTP Live Sireaming i an adaptive profocol. Al the sender
side, multiple files are created for distribution to the plaver,
which can switch between streams in an adaptive way to
optimize the playback expericace. The media strcam at the
source is encoded into multiple files at different data rates and
is divided into short chanks of 5-10 seconds long. These are
loaded onto an HTTP server zlong with a text-based manifest
file that directs the plaver to additicnal manifest files for each
of the encoded streams.

HTTP-based streaming has several advantages; no stream-
ing server is required and the download of the media chunks
shouid use HTTP caching servers located at different places of
the networks of service providers, cellular providers, resulting
ir improved video quality for clients served from these caches.
An impertant advantage is that confent via the HTTP protocol
can pass through most [irewalls and proxy servers which is not
the case with RTP over UDP.

H1.5 is currently being standardized in IETF and at the time of
writing {beginning of 2014) its specification is an Internet
Draft |45].

2} Content Delivery Networks

As the sharing and consumption of multimedia conteat on the
Infernet has been growing rapidly, i has become obvious that
many web servers hosting content and applications are unable
to handle this demand, nol Lo speak aboul bandwidlth and
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quality of service requirements. The concept of CDN or
Content Delivery Network has emerged to cope with the
exponentially growing demand Tor exchange of multimedia
information on the public Internet, to ensure scalability of
mulktimedia actworks and to enhance quality of expericnee of
users,

To put it simply, CDN is a set of web servers, collaborating
with each other, and hosting multiple copies of the same
content to accomplish more efficient delivery of the desired
content to the end users. The CDN concept iz not entirely new
as caching has been used to deliver general web content for
many vears, however, moving to delivery of on-demand or
pre-recorded video and even of live video required new
architectures and protocols. According to [46], CDNs have
evolved from their first generation that delivered general static
and dynamic content through 2™ generation that supported
video-on-demand, streaming media and also mobile media
applications during late 20005 to their 3™ genaration, the
community-based CDNs at the beginning of 2010s.

Main functional elements of a CDN architecture are: (i) origin
servers where the content is put by the content owner and
stored, (i) edge servers or surrogate servers (caches} servers
where copics of the multimedia content are disteibuted to and
stored, (i) distribution network which delivers content
requests to the optimal location, {iv) redircctor or request
rouling system that ideniilies the opiimal (closest, nol only in
geographical sense) edge server for each user, and (v} seme
accounting mechanism for the origin server. Fig. § serves as
ann illustration. User request for the desired content is re-
directed to the optimally closest edge server {1}, The latter
then: searches for the content on its storage facility and if not
available, checks other edge servers in its proximity (2, 3). If
content is not found in the proximity of the cnd uscr, the
request is senl lo the origin server (4) which then delivers the
content to the edge server and the latter delivers it to the end
user (5).
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I'tgure 8 The simplified scheme of obtaining centent via a C1IN

The largest CDN service providers include Akamai, the mar-
ket leader [47] and Limclight Networks {48]. Akamai’s market
share is estimated to be over 80%, it operates 12000+ servers
in 601 countries.

A recent direction of CDN development is to support col-
taborative media streaming services using the Tlierarchical
Cooperative Control Protocol (HCOOP) [461
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The role of CDNs in multimedia communications is already
significant and will continue to grow. According to 49|,
Content Delivery Networks (CDNs} will carry over halt of
Taterncet traflic in 20617, up from 34 pereent in 2012, and the
sharc of video traffic delivered over CDNs will be over two-
thirds of total video traffic by 2017,
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